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As buzzwords go, few have had the effect 
that “deep learning” has had on so many 
different industries. When deep learning 
entered the industrial scene, there was much 
interest and success from companies in 
various industries. Technology companies 
such as Google, Microsoft and Apple 
have always had heavy investment in the 
area, while traditional pharmaceutical and 
healthcare companies such as AstraZeneca,1 
Novartis2 and Pfizer3 have also drastically 
increased their spending in areas related to 
artificial intelligence (AI).

During the early days, the techniques, 
benefits and limitations of deep learning 
were less known to most industries and, in 
particular, presented various challenges to 
the medical device and manufacturing fields 
with a somewhat “black box” connotation.

WHAT IS DEEP LEARNING?

The first struggle for industries exploring 
the deep learning revolution is to 
understand what deep learning is and 
how different it is compared with more 
traditional tools, such as machine learning 
and computer vision.

Machine learning is a subset of AI 
research and applications. In the 1960s, 
many algorithms and techniques were 
developed specifically for AI research, with 
the ultimate goal of developing a general 
intelligence. Unfortunately, many of the 
techniques fell painfully short of providing 
that level of capability.4 However, several of 
the mathematical techniques were applied 
to a smaller subset of problems, such as 
handwriting recognition, image recognition, 
etc. – demonstrating great ability at 

optimisation and prediction within these 
domains. Even though some of these tools 
showed less promise for the development 
of general AI, they exhibited great potential 
for many less-aspiring applications. 
From this, the area of machine learning 
grew steadily.

In addition, machine learning tools such 
as principal component analysis (PCA), 
support vector machines (SVMs) and 
neural networks were used for a variety of 
tasks, usually focused on the problem of 
classification5 and optimisation6 of existing 
systems. Engineers in this field focused 
much of their time on feature engineering, 
which is simply different representations 
of data. For example, if a person wanted 
to track manufacturing performance, they 
might decide to calculate the average of a 
process dimension on a weekly basis. This 
would smooth out fluctuations and make it 
easier to objectively compare and determine 
long-term trends in the manufacturing 
process. Data scientists refer to this simple 
act of averaging the data as the engineering 
of a feature.

While data scientists typically develop 
much more complicated mathematical 
transformations, this example illustrates 
an important aspect of the process that 
machine learning engineers undergo when 
analysing a data set and building models. 
In fact, after data wrangling (the cleaning 
and organising of data to prepare it for 
processing), feature engineering7 is one 
of the most time-consuming aspects of 
machine learning – and, in many cases, the 
most complicated.

So, how does deep learning differ from 
machine learning (Figure 1)? Deep learning 
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takes some of the machine learning tools, 
such as neural networks, and expands their 
size, allowing them to learn iteratively 
without the need for “handcrafting” of 
features. Most importantly, for many 
applications, these networks require little 
or no feature engineering, learning on their 
own from “raw” inputs.

As with many scientific discoveries, 
the technique quickly expanded and the 
combination of much larger networks with 
extensive optimisation, particularly using 
graphical processing units (GPUs), led to 
the wider adoption of deep learning. In 
essence, deep learning can be characterised 
by two things − larger networks with more 
nodes,8 as well as less emphasis on the need 
for humans to perform feature engineering.

APPLICATION IN 
MANUFACTURING ENVIRONMENT

Machine builders in the automation field 
of assembly equipment have been focusing 
for years on the mechanics of machines. 

Indexing, cam-driven mechanisms, pick 
and place, and mechanical grippers, etc. 
have been the primary description of the 
mechanical functions and processes of 
automated equipment. Project managers and 
mechanical engineers have been the driving 
forces behind these projects, often deciding 
how much control would be integrated 
into the equipment. Electromechanical 
components became available to increase 
the accuracy and also the precision of an 
assembly step.

For example, a standard assembly process 
from the past would be to use a pneumatic 
cylinder that would drive to a given distance. 
In the event of interference between two 
parts, the assembly process continues unless 
the force of the interference becomes higher 
than the force of the cylinder. But one 
could not control or monitor the assembly 
process. Today, servo motors with load cells 
are often implemented to achieve precise 
control of the assembly force, while also 
enabling engineers to get a read-out of force 
curves if needed.

This process is known as control 
engineering, a discipline that has gained 
much attention compared with just a 
few years ago. Although the mechanical 
process of an equipment is still important, 
more electronics and monitoring of 
assembly processes result in an increased 
need for control engineering talents in 
the development of said equipment. The 
integration of such different controls 
generates a wealth of data which can be 
leveraged by machine builders.

As customers and manufacturing 
operations push for increased cost-
effectiveness and flexibility in manufacturing 
systems, these same requirements are also 
pushed onto the control engineers. The 
additional burden of these new requirements 
places a strain on all aspects of automation 
machine design and manufacture – but 
a particular strain is placed on control 
engineers, who are now turning to new 
fields, such as deep learning, to find faster, 
more flexible means of implementation.

DEEP LEARNING AT SHL

At SHL, we have been working with various 
machine learning techniques and exploring 
ways that they can be incorporated into 
our workflows and used to optimise our 
processes. In recent collaborations with 
our Automation Systems department, we 
repurposed a wealth of data and experience 
collected over many years of automating 
the manufacturing process. The Automation 
Department is a natural partner for the 
Data and Process Innovation team due 
to its mature implementations of robotics 
and computer vision systems, which have 
allowed for robust deployments and 
rich datasets.

In recent years, cameras and visual 
inspection systems have gained popularity 
as technology evolved. The main challenge 
has been, and still is, not to define a 
component or measurement as good or bad 
– but to identify criteria that lie between 
pass and fail. Historically, one of the most 
important components of an inspection 
system with cameras in an equipment was 
the lighting − direct, indirect, ring lights, 
etc. Light sources which “burn” out after a 
while resulted in an inspection that was no 
longer accurate.

The implementation of LEDs gave 
support in overcoming these challenges, 
while different LED colours were used for 
different applications. The colour of the 
LEDs can now be customised based on the 
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“The main challenge has been, and still is, not to define 
a component or measurement as good or bad – but to 

identify a criterion that lies between pass and fail.”

Figure 1: The relationship between AI, machine learning and deep learning.

7Copyright © 2020 Frederick Furness Publishing Ltd www.ondrugdelivery.com



object and the inspection environment – 
and they therefore represent the ideal light 
source for the inspection project. Now, 
those LEDs are able to point out distinctive 
features on a component, such as angles or 
specific contours.

Nonetheless, the above does not account 
for the fact that complicated algorithms, 
usually hundreds or thousands of lines of 
code, had to be programmed for an inspection 
of a component, a measurement of a critical 
dimension or any other application. The 
code would often rely on pixel counts of the 
camera, which in turn was dependent on the 
resolution of the camera as well as the above-
mentioned light source. Hundreds of hours 
of testing would follow the coding process 
and, even then, the traditional inspection 
systems would not provide solutions that 
could be trusted 100%.

There is an increased push for higher 
volumes of output with lower investments, 
necessitating the need to transition from 
manual assembly to semi- and fully 
automated assembly. These transitions, 
especially for products not originally 
designed for automated assembly, require 
a rapid collection of data and development 
of numerous control systems to provide 
accurate and high-quality assembly of 
parts. Frequently, this transition can lead 
to unexpected challenges as well as the 
need for additional design and inspection 
requirements to be incorporated into the 
production process.

One of the focuses of the Automation 
Department is the development and 
manufacture of large-scale, fully automated 
assembly machines. The machines provide 
SHL with the ability to drastically increase 
output for high-volume projects while also 
increasing consistency in the assembly 
process.  At SHL, these machines frequently 
incorporate multiple vision inspection 
stations, all of which are enriched with 
unique data sets from our assembly and 
testing processes. The Data and Process 
Innovation (DPI) department investigated 
the use of deep learning in conjunction with 
some of these computer vision stations. 
Below we share an example and some 
results from one of our studies in the use 

of deep learning for rapid vision inspection 
development and deployment.

A data set of images was provided to 
the DPI team for processing. Images were 
classified by human operators as either 
being good or bad (with or without defects). 
This assembly contains a front shell 
assembly (coloured white) and a yellow 
internal piece. As the piece is a functional 
part of the assembly, it is important 
that the moulded parts both fit together 
correctly and are free of any moulding or 
handling defects.

Figure 2 is an example of a good 
assembly (left) as well as an image of a bad 
assembly (right), with an annotation in the 
image to show an example of the defect. 
It should be noted that this is not the only 
type of defect; almost an endless possibility 

of defects could occur in the production and 
assembly of components. As such, multiple 
examples of different defects are required 
for training.

In a traditional computer vision set-up, 
the important areas of the images would 
first be determined through a combination 
of input from functional specifications and 
discussions with domain experts. Figure 3 
shows the results of a canny edge detection, 
which would normally be used to reduce 
the data input into the computer vision 
algorithm. From this point, an engineer 
would define the areas of greatest 
interest and create rules which would 
be used to determine which parts are 
within specification and which parts 
contain defects.

It should be noted that during this 
process, a certain amount of interpretation 
is required from the vision engineer. 
Depending on the part, the process 
can be quite time consuming, requiring 
multiple iterations and several validations 
and revalidations. The technique, like all 
computer vision techniques, is sensitive to 
environmental changes and can pose a 
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“There is an increased push for higher volumes of output with 
lower investments, necessitating the need to transition from 

manual assembly to semi- and fully automated assembly.”

Figure 3: An example of an image after being processed with canny edge detection.

Figure 2: Two images showing a portion of a device assembly. This assembly is made from 
two parts, an outer white shell and a yellow insert. The left image shows an assembly that 
has been classified as good and the right image is an assembly that is damaged.
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significant risk to the timeline in delivering 
automated equipment to the end users in 
manufacturing.

In comparison, we now show the results 
of the deep learning implementation. 
The deep learning implementation uses a 
convolutional neural network through the 
TensorFlow framework9 – an open source, 
readily available tool for deep learning. The 
convolutional neural network was defined 
with the following basic parameters: a 
convolutional network with nine layers, 
including three convolution layers 
and three pooling layers. This network 
has a total of 236,773,409 parameters, 
which are all trainable. After defining the 
network, the images are provided to the 
network for training, without the need 
for any transformation like the above-
mentioned canny edge detection. Using an 
unimpressive amount of computational 
resources, including a readily available 

laptop, the training 
over a data set of 
about 240 images 
took approximately 
30 minutes.

According to the 
results (Figure 4), it 
is apparent that the 
network was able to 
learn quite readily 

on the images and reach 100% accuracy on 
the training data set. A test set of images 
was prepared to check for overtraining 
and, similarly, 100% accuracy was reached 
on the test set. Thus, with 30 minutes of 
work and a relatively small amount of data, 

the algorithm was able to provide a very 
high degree of confidence in its ability to 
segregate good images from bad.

This technique undoubtedly scales up 
quite nicely, with new defects easily added 
to the data set, which can even include 
difficult-to-define cosmetic defects as well. 
The ability of the deep learning algorithm 
is entirely dependent on the input data 
it receives and, as such, the most time-
consuming aspect for some operations 
would be the data collection and labelling. 
As a long-time manufacturer and user 
of automation equipment, SHL has an 
abundance of validation and production 
data on hand, which gives us the unique 
ability to leverage the development of data-
intense models such as those used for deep 
learning algorithms.

LEARNING FROM DEEP 
LEARNING IMPLEMENTATIONS

This sort of implementation is far from 
cutting edge, and the example shown does 
not include the multiple additional steps 
required to help train for robustness and 
test the network. However, once the model 
is developed, production and validation 
will need relatively strong assurance that it 
is performing at a high level. At this point, 
some interpretation of the model becomes 
very desirable.

Despite the reputation of deep learning 
models, as mentioned previously, there are 
avenues that can be used to gain insight 
into the performance of the model.10 For 
example, one common technique used by 
deep learning engineers who work with 
images is to have heat-map overlays 
produced on the images (Figure 5). In 
these examples, a heat map is created to 
show regions that the neural network has, 
through its training, identified as important. 

Figure 5: Images from Figure 2 are overlaid with a heat map where the neural 
network identifies areas of interest based on its training.

Figure 4: Graphical results showing the evolution of the TensorFlow convolution neural 
network over 30 iterations. The network uses two sets of files – a training set which the 
network learns on (blue line) and a validation set which the network tests itself against.

“The ability of the deep learning algorithm 
is entirely dependent on the input data 
it receives and, as such, the most time-
consuming aspect for some operations 

would be the data collection and labelling.”
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In the images below, it is clear that the 
network has correctly defined the areas 
of importance. It is able to identify that 
the yellow plastic insert is the region of 
interest and even shows that the edges of the 
yellow insert are of even greater importance, 
performing what can also be viewed as a 
type of edge detection.

Images such as these can give production 
engineers a greater deal of confidence that 
the regions of interest correctly overlap 
with the areas the production or control 
engineers would have selected as being the 
most important. Furthermore, the network 
does not give a purely binary output. In 
fact, we can ask the system to provide a 
continuous probability outcome. In this 
case, the system assumes that a perfect 
sample would be scored a one and a bad 
sample would be scored a zero. We can 
obtain the distribution results shown in 
Figure 6, which represent the results for the 
validation data from the final iteration of 
the TensorFlow model’s training.

We can see from these results that there is 
a distribution with a strong centre for good 
samples (blue) at about 0.99 and a strong 
peak for bad samples (orange) at about 
0.02. If we were to evaluate this system 
as we would many other measurement 
systems, we could perform a typical 
statistical analysis and would conclude that 
even the edge cases of this measurement are 
quite far removed from the classification 
boundary of 0.5.

Herein lies another advantage. The 0.5 
limit is somewhat arbitrary. It assumes that 
if the system classifies the part as more 
likely in one category from another, then 
that is where it places the classification 
tag. However, in production, especially 
risk-averse production such as medical 

devices, we can tighten the criteria to 0.8 
or even 0.9, telling the system that it must 
be absolutely certain in its classification; 
otherwise it should reject the part. With a 
stricter criterion, we have the ability to not 
only test and validate the system similar to 
any other measurement system, but also 
to move criteria based on our own risk 
assessment and requirements.

CONCLUSION

SHL continues to advance its understanding 
of the development and validation of these 
techniques as we explore their deployment 
into our production processes. Real-
world examples derived from internal 
SHL investigations demonstrate how deep 
learning can be leveraged in a medical 
device manufacturing environment. The 
findings are quite surprising. First, the 
amount of training data is smaller than 
might be thought from other deep learning 
applications.8 We assume this is because 
of the high consistency that is required in 
the manufacturing environment, resulting 
in faster learning of the underlying data 
distributions. Second, the interpretability, 
the ability of the model to relay parts of its 
process to engineers, is quite a bit higher 
than is expected from a true black box.

With these learnings in mind, and with 
the speed and robustness that these types 
of techniques offer, SHL expects to see 

further adoption of deep learning models 
in manufacturing, both internally and 
amongst the medical device manufacturing 
community as a whole.
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“We have the ability to not only test and validate the system 
similar to any other measurement system but also to move 

criteria based on our own risk assessment and requirements.”

Figure 6: The distribution of good and bad samples, based on results from the neural network. Good samples (coloured blue) 
show a clear distribution completely opposite to the distribution of bad samples (orange colour).
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